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Abstract 
 The number of cataract patients in Japan has increased rapidly with the aging of the 
population. Therefore, controlling medical expenses by reducing the length of the 
hospital stay has become very important in the treatment of this disease. In this paper, 
we evaluate the effects of the 2006 revision of the medical payment system 
(DPC/PDPS) on the length of the hospital stay for cataract operations. For the 
analysis, the Box-Cox transformation model and the Hausman test are used. We analyze 
the data collected from 15 hospitals before and after the revision. The number of 
patients in the data set is 4,019. 
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1. Introduction 
Since Japanese medical expenses have been increasing rapidly with the aging of the 

population, shortening the average length of stay (ALOS) by reducing long-term 
hospitalizations has become an important political issue in Japan. A new inclusive 
payment system based on the Diagnosis Procedure Combination (DPC) was introduced 
in 82 special functioning hospitals (i.e., university hospitals, the National Cancer Center 
and the National Cardiovascular Center) in April 2003 in Japan [10].� The DPC 
Evaluation Division of the Central Social Insurance Medical Council [5] now calls the 
new inclusive payment system based on the DPC the DPC/PDPS (per diem payment 
system), and we use this term and refer to hospitals participating in the DPC/PDPS as 
DPC hospitals throughout this paper. 

Since April 2004, the DPC/PDPS has been gradually extended to general hospitals 
which satisfy the required conditions. The DPC/PDPS has been revised every two years 
since then. According to the DPC Evaluation Division [6], as of April, 2013, a total of 
1,496 hospitals, comprising about 20% of the 7,528 general hospitals in Japan, had 
joined the DPC/PDPS. These hospitals had 474,981 beds, which represented more than 
half of the total number of beds (899,385 beds) in all general hospitals. (The data for 
general hospitals were obtained from the 2011 survey of hospitals.) Furthermore, 
additional 244 hospitals were preparing to join the DPC/PDPS (hereafter preparation 
hospitals). Table 1 gives the numbers of hospitals and beds by hospital size. The 
hospital size is measured by the number of beds in each hospital. A clear trend is 
evident in these data; namely, as the size of the hospitals becomes larger, the percentage 
of the DPC hospitals increases. Among small hospitals with fewer than 100 beds, only 
5.7% joined the DPC/PDPS, and these hospitals had 10.3% of their beds in this category. 
On the other hand, among large hospitals with 500 or more beds, 65.1% were DPC 
hospitals, and these hospitals had more than three quarters (77.6%) of their beds in this 
category. 

The introduction of the DPC/PDPS was one of the largest and most important 
revisions of the payment system since the Second World War. To ensure the effective 
use of medical resources, it is absolutely necessary to thoroughly analyze the 
DPC/PDPS and the revisions that have been implemented every two years. However, 
sufficient evaluations of the system have not yet been done. Empirical studies of the 
length of the hospital stay (LOS) and of medical payments using econometric models 
are necessary to evaluate the system correctly. A simple comparison of the ALOS by 
hospital is not sufficient; differences in types of disease must be considered, and the 
individual characteristics of patients and types of treatment must also be considered for 
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the same disease.  
The Box-Cox [3] transformation model (hereafter, the BC model) is widely used to 

examine various problems in survival analysis, such as the LOS. However, since the 
error terms cannot have a normal distribution except when the transformation parameter 
is zero, the likelihood function under the normality assumption (hereafter, the BC 
likelihood function) is misspecified, and the maximum likelihood estimator (hereafter, 
the BC MLE) cannot be consistent. Alternative versions of the BC model have been 
proposed by various authors. However, in these versions the simplicity of the model is 
lost [14], and so these alternatives have not been widely used. Although the BC MLE is 
generally inconsistent, the BC MLE can be a consistent estimator if the “small σ ” 
condition described in Bickel and Doksum [2] and the error terms are 
independent and identically distributed (i.i.d.) random variables.  Nawata [8] 
proposed a new consistent estimator of the BC model. However, the estimator is 
inconsistent if the error terms are not i.i.d. random variables (hereafter non-i.i.d. case). 
 In this paper, we first consider a robust estimator that is consistent even for the 

non-i.i.d. case. Using these estimators, we consider Hausman [4] tests for the BC MLE; 
that is, we can determine whether we can use the BC MLE or not for the estimation of 
the model. We then evaluate the effects of the 2006 revision of the DPC/PDPS on the 
LOS and the medical payments for cataract operations�DPC category code: 020110). 
The number of cataract patients in Japan has increased rapidly with the aging of the 
population. According to a survey conducted by the Ministry of Health, Labour and 
Welfare [7], nearly 800,000 cataract operations are performed annually and nearly 2.5 
billion yen are spent for cataract operations annually. In the case of cataract operations, 
a major change was made concerning the DPC classifications, the three periods, and the 
inclusive payments determined by the DPC/PDPS in the 2006 revision [12]. To evaluate 
the revision, we analyzed the data set obtained from 15 DPC hospitals (Hp 1-15�where 
one-eye cataract operations were performed both before and after the revision and the 
number of patients was more than 20 in each period. The number of patients in the data 
set is 4,019. 
 
2. Estimators of the BC model 
2.1 BC model  
   We consider the BC model 

ttt uxz += β' , ,0≥ty   ,,...,2,1 Tt =     (1) 
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λ 1−ty ,    if ,0≠λ    

=tz { 

)log( ty ,   if ,0=λ      
where ty  is the LOS, tx  and β  are the k-th dimensional vectors of the 
explanatory variables and the coefficients, respectively, and λ  is the 
transformation parameter. The BC likelihood function is given by  

)(log)(log θθ t
t

fL ∑= , and     (2)
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the BC MLE is generally inconsistent. However, if the error terms are i.i.d. 

random variables and 0)'1/( 0000 →+ βλσλ tx  (in practice, ]0[ <tyP  is small 

enough), the BC MLE is not an only consistent but also efficient estimator 
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2.2 Nawata’s estimator 

 
Nawata [8] considered the roots of the equations,
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is obtained by the approximation of λ∂∂ /log L . If the first and third 

moments of tu are zero, 0)]([ 0 =θTGE  is obtained, and the estimator 

obtained by Equation (5) is consistent.  (Hereafter, I refer this estimator as 
the N-estimator.) The asymptotic distribution of the N-estimator 
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2.3 A robust estimator 
The N-estimator is not consistent for the non-i.i.d. case.  In this section, we consider a 

robust estimator which is consistent even for the non-i.i.d. case if 0)|( =tt xuE  and 
0)|( 3 =tt xuE .  Here, we use the first- and third-moment restrictions and 

consider the roots of the equations 
0)()( ==∑ ϑϑ

t
tT mM ,� =≡ ),,()( ttt yxmm ϑϑ 3)'( βtt xz − , and  (7) 

,0)'( =−∑ βtt
t

t xzx  

where )',(' βλϑ = . Note that the second equation in (7) gives the 
least-squares estimator when the value of λ

 
is given. Let )',(' 000 βλϑ = . 

Since 0)]([ 0 =ϑME , there exists a consistent root among the roots of (7). The 
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proof is given in Appendix A. Let )'ˆ,ˆ('ˆ RRR βλϑ =  be the consistent root 
(hereafter, the robust estimator).  

Let )'()( βϑψ tttt xzx −=  and ].)'(),([)'( ϑψϑϑω ttt m=  Suppose that 
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asymptotic distribution of Rϑ̂  is given by 

].)'(,0[)ˆ( 11
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The proof is given in Appendix B.   
Note that replacing A , B , C , D , F and H by A00

lim →λ , B00
lim →λ , 

C00
lim →λ , D00

lim →λ ,
  

F00
lim →λ  and  H00

lim →λ , we can use the same 
formulas when 00 =λ .. 
 
 

3. Tests of the assumptions 

3.1 A test of the “small σ ” assumption 

Since 
0
|

log
)( 0 θλ

θ
∂

∂
=

LGT  under the “small σ ” and i.i.d. assumptions are 

satisfied, B = D and we get 

),,0()ˆˆ( δλλ NT BCN →−       (9) 

where
�

=δ the first element of )'()( 1111 −−−− −− CABCA .  
Hence we can perform a more precise test than a test where the asymptotic 
variance is calculated by a difference of two variances in the Hausman type 

test. Using δλλ ˆ/)ˆˆ( BCNTt −=  as the test statistic, where δ̂  is the 

estimator of δ , we can test the  “smallσ ” assumption; that is, we can test 
whether we can successfully use the BC MLE or not [11]. Since the rank of 

the variance-covariance matrix of  ])'ˆˆ(),ˆˆ([ NBCNBC TT ββλλ −−  

asymptotically becomes one, we cannot use any element of β  in the 
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Hausman type test [13].  
 
 
3.2 A test of the i.i.d. assumption 
In the previous section, we consider the BC MLE and the N-estimators, 

however, they are not consistent for a non i.i.d. case even if the “small σ ” 
assumption is satisfied. Therefore, it is also necessary to test the i.i.d. 
assumption using the robust estimator defined in Section 3. If both of the 
“small σ ” and i.i.d. assumptions are satisfied,   

 )1()('1)ˆ( 00 p
t

BC oa
T

T +=− ∑ θλλ  ,      (10) 

)1()('1)ˆ( 00 p
t

N oc
T
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T

T +=− ∑ ϑωλλ , 

where 'a , 'c  and 'd  are the first rows of the 1−A ,  1−C and 1−D .  
Therefore, the second test can be done as follows: 
i) If the “small σ ” is accepted, we compare the BC MLE and the robust 

estimator. The asymptotic variance of )ˆˆ( NBCT λλ −  is given by  

dEaFddBaa ])'()(['2'' 00 ϑωθ−+  and ])'()([ 00 ϑωθE  is estimated by 

])'ˆ()ˆ([1
BCBC

tT
ϑωθ∑  where )'ˆ,ˆ('ˆ BCBCBC βλϑ = . We use the BC MLE if the i.i.d. 

assumption is accepted, and the robust estimator otherwise. 
ii) If the “small σ ” assumption is rejected, we compare the N-estimator and 

the robust estimator. The asymptotic variance of )ˆˆ( RNT λλ −  is given by  

dEcHddBcc ])'()(['2'' 00 ϑωθ−+ . We use the N-estimator the i.i.d. assumption 

is accepted and use the robust estimator otherwise. Note that the 
N-estimator is not an efficient estimator, we cannot use a difference of two 
variances in this case. 
 
 
4. Data and the summary of the 2006 revision for cataract operations  
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4.1�  Data 
In this study, we use data from the Section of Health Care Economics of Tokyo 

Medical and Dental University. The data were collected from 86 hospitals in Japan from 
2005 to 2007, from April to December of each year. For each patient, the DPC code, 
dates of hospitalization and discharge from the hospital, date of birth, sex, placement 
after hospitalization, ICD-10 code for the principal disease, purpose of hospitalization, 
presence of concurrent disease and the attending treatment if any, and medical payment 
amounts (including DPC-based, fee-for-service, and total payments) were reported [12]. 

In Japan, in addition to one-eye cataract operations (in which a single eye is 
operated on during a single period of hospitalization), two-eye cataract operations (in 
which both eyes are operated on during a single period of hospitalization) are also 
performed. It is to be expected that the two-eye operation would require a patient to stay 
in the hospital for a longer period of time. Therefore, we considered patients who 
underwent one-eye cataract operations only (the DPC code for this procedure after the 
2006 revision is 020110xx97x0x0). To evaluate the effect of the 2006 revision of the 
DPC/PDPS, we used a data set obtained from 15 DPC hospitals (Hp 1-15�where 
one-eye cataract operations were performed both before (2005) and after the revision 
(2006 and 2007, hereafter 2006-7) and the number of patients was more than 20 in each 
period. For stays over 11 days, the per diem payment was determined through the 
conventional fee-for-service system in any case. Therefore, we only analyzed the data of 
patients whose stays were less than or equal to 11 days. A total of 4,019 patients were 
analyzed, 1,015 in 2005 and 3,004 in 2006-7. 

In 2005, the ALOS was 4.36 days, the median was 4.0 days, the standard deviation 
was 1.60 days, the skewness was 0.942�and the kurtosis was 3.78 for all 1,015 patients. 
The maximum ALOS by hospital was 6.57 days (Hp 1), and the minimum was 2.10 
days (Hp 5). The maximum was about 3.1 times larger than the minimum, and there 
were large differences among hospitals. In 2006-7�the ALOS was 4.08 days, the 
median was 4.0 days, the standard deviation was 1.08 days, the skewness was 0.906�
and the kurtosis was 5.08 for all 3,004 patients. The maximum ALOS by hospital was 
5.87 days (Hp 9), and the minimum was 2.40 days (Hp 5). The skewness and kurtosis 
values were large in some hospitals. The large values imply that there were patients who 
stayed in a hospital for long periods of time. 
 
4.2�  Summary of the revision for cataract operations 

The 2006 revision of the DPC/PDPS contained a major change for cataract 
operations. Before the revision, different DPC codes were assigned depending on the 
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presence of concurrent diseases (without concurrent diseases� 0201103x01x000; with 
concurrent diseases�� 0201103x01x010� , and the medical payments differed 
accordingly. After the revision, cataract operations were categorized under just one 
DPC code �020110xx97x0x� independent of the presence of concurrent diseases. 

Furthermore, Periods I and II and the Specific Hospitalization Period were 
shortened, and the per diem inclusive payments were revised as well. The per diem 
inclusive payment in 2005 for patients without concurrent diseases was 2,509 points up 
to the third day of hospitalization, 1,855 points for the 4th-6th days, and 1,577 points for 
the 7th-10th days. For those with concurrent diseases, the per diem inclusive payment 
was 2,609 points up to the third day, 2,012 points for the 4th-7th days, and 1,710 points 
for the 8th-11th days. After the revision, the per diem inclusive payment became 2,418 
points up to the second day, 1,787 points for the 3rd-4th days, and 1,519 points for the 
5th-8th days for all cataract patients independent of the presence of concurrent diseases. 
In 2005, the inclusive payments for 7 days of hospitalization for patients without and 
with concurrent diseases were 14,669 and 15,875 points, respectively. On the other 
hand, the inclusive payment became 12,967 points after the revision. The inclusive 
payments were reduced by 1,702 points (11.6%) without concurrent diseases and by 
2,908 points (18.3%) with concurrent diseases. 
 
5. Results of estimation 

When we analyzed the LOS, it was necessary to consider the characteristics of the 
patients and the types of principal disease as the explanatory variables.  For the gender 
of patients, we used a Female Dummy (1: female, 0: otherwise). The numbers of male 
and female patients were 1,638 and 2,381, respectively. As a patient becomes older, the 
LOS tends to increase. Therefore, we used Age (the age of the patient) as an 
explanatory variable. The average and standard deviation of the age variable were 73.6 
and 10.15, respectively. To analyze the impact of seasonal climate, we used a Winter 
Dummy (1: winter, 0: otherwise). The number of patients treated in winter was 400. The 
other variables representing the characteristics of the patients were: Concurrent (number 
of concurrent diseases), Complication (number of complications), Urgent Dummy�1: 
urgent hospitalization, 0: otherwise�, and Other Hospital Dummy (1: the patient was 
discharged to another hospital, 0: otherwise). A total of 359 patients had concurrent 
diseases. The average number of concurrent diseases for these patients was 1.84. A total 
of 120 patients had complications, and the average number of complications was 1.17. 
The numbers of patients who underwent urgent hospitalization and were discharged to 
other hospitals were 15 and 2, respectively. 
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Principal Disease Dummies based on the ICD-10 codes were used to analyze the 
effects of principal diseases. The base of the dummy variables was H25.0 (senile 
incipient cataract). The number of patients with H25.0 was 2,075�the number with 
H25.1 (senile nuclear cataract) was 177�the number with H25.2 (senile cataract, 
morgagnian type) was 19�the number with H25.8 (other senile cataract) was 48�the 
number with H26.0 (infantile and juvenile cataract) was 31�the number with H26.8 
(other specified cataract) was 5�and the number with H26.9 (unspecified cataract) was 
1,664. Fourteen Hospital Dummies (1: Hp k, 0: otherwise) were used to represent the 
influence of the hospital. The base of the hospital dummy variables was Hp4, where the 
number of patients was largest. To analyze the impact of the 2006 revision of the 
DPC/PDPS, which is the main purpose of this study, a 2006-7 Dummy�1: 2006-7; 0 
otherwise�was used. After the revision, the existence of concurrent diseases no longer 
affected the inclusive payment. To analyze this effect, we added the product of the 
2006-7 Dummy and Concurrent to the explanatory variables. The value of the empirical 
hazard function (=number of patients leaving on the t-th day/ number of patients staying 
that morning) showed two peaks as shown in Figure 1, one on the fifth day and the 
other on the eighth day (one week after the hospitalization). Therefore, we added the 
Day 8 Dummy (1: LOS is more or equal to 8 days; 0: otherwise).  The transformation 
parameter tends to be underestimated when the LOS consists of a mixture of two 
different distributions, and this variable was excluded. Since the expected signs of the 
estimators were positive for Concurrent and Complication and negative for 2006-07 
Dummy and (2006-7 Dummy×Concurrent), the one-tailed test was employed for these 
variables. The two-tailed test is used for other variables. Some hospitals were 
preparation hospitals in some parts of the sample period. We also added the Preparation 
Dummy (1: preparation hospital; 0 otherwise).      

Thus β'ijx  of Equation (1) becomes 

β'ijx = 1β + Female Dummy+ 2β Age + 3β Winter Dummy+ 4β Concurrent  (11) 

+ 5β  Complication + 6β  Urgent Dummy� + 7β  Other Hospital Dummy 
+ 8β  2006-07 Dummy + 9β (2006-7 Dummy×Concurrent)  

+∑ jβ j-th Principal Disease Dummy + ∑ kβ Hp k  Dummy  

+ β Day 8 Dummy + mβ  Preparation Dummy 
Tables 2, 3 and 4 present the results of the estimation by the BC MLE, 

N-estimator and robust estimators. The estimates of the transformation 
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parameters were =BCλ̂  0.5241, =Nλ̂ 0.4654, and =Rλ̂ 0.6634 which were 

significantly smaller than 1.0; this result implied that some patients 
remained in the hospital for a long period of time.  

We first tested the “small σ ” assumption. We obtained =nd /ˆ 0.0144. 

Hence, the value of dTt BCN
ˆ/)( λλ


−=  was 4.063. Therefore, the “small σ ” 

assumption was rejected at the 1% significance level in either case. I then 

tested the i.i.d. assumption. The value of )ˆˆ( BCNV λλ −  was 0.0291 and 

)(/)ˆˆ( NRNR Vt λλλλ


−−= = 6.808, so the i.i.d. assumption was also rejected at the 

1% significance level, indicating that the BC MLE could not be used in this 
study. The remainder of this paper is thus an analysis of the results of the 
robust estimator. �

The estimate of Rλ̂  was significantly smaller than 1.0; that implies some patients 
remained in the hospital for a long period of time.  The estimates of the Female 
Dummy and Age were positive and significant at the 5% and1% level, respectively. 
That implies that the LOS becomes longer if a patient is female and the age becomes 
higher. The estimates of Concurrent and Complication were positive but not significant 
at the 5% level, so we did not admit the effects of these variables in this study. 
The estimates of Winter, Urgent, and Other Hospital Dummies were not significant at 
the 5% level. The estimates of the H26.0 and H26.8 Dummies were positive and 
significant at the 1% level. On the other hand, the estimates for the other types of 
diseases were not significant at the 5% level. For the estimates of the Hospital Dummies, 
the maximum was 1.034(Hp10), the minimum was -1.201 (Hp5), and the difference 
between the maximum and minimum values was 2.235 and was significantly large 
compared to the other types of variables. This means that there remained large 
differences among hospitals even if the influence of factors such as patient 
characteristics and types of principal diseases was eliminated. The estimate of the Day 8 
Dummy was 2.043, and its t-value was 36.018.  This means that many patients left the 
hospital after one-week hospitalization. These facts imply that it may be possible for 
some hospitals to reduce the LOS through the introduction of clinical paths and the 
proper management of hospitalization schedules [16]. The t-value of Preparation 
Dummy was -0.782 and the difference between the DPC and preparation hospitals was 
not admitted.  The estimate of the 2006-7 Dummy was negative but not significant at 
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the 5% level. However, the estimate of the product of the 2006-07 Dummy and 
Concurrent was negative and at the 5% level. This means that the 2006 revision seems 
to have had the expected effect on the LOS for the presence of concurrent diseases. 

 
6. Conclusion 

In this paper, we analyzed the effect of the 2006 revision of the DPC/PDPS on the 
LOS and medical payments for single-eye cataract operations (DPC category code 
020110) in Japan using the BC model. The Hausman test for whether we could use the 
BC MLE or not was used. We used the data of 4,017 patients collected from 15 DPC 
hospitals where cataract operations were reported both before and after the revision and 
where more than 20 patients underwent the operations in each period. We found that 
both “small σ ” and i.i.d. assumptions were rejected and concluded that it is not proper 
to use the BC MLE for this data set. 

We found that gender and age affected the LOS. As principal diseases, we found 
that H26.0 and H26.8 were significant. The ALOSs were significantly different among 
hospitals, despite the fact that the influence of patient characteristics was eliminated. 
The estimate of the Day 8 Dummy was significant, and its value was much larger than 
those of the other variables. The estimate of the 2006-7 Dummy and (2006-07 Dummy) 
×Concurrent) was negative and significant. The 2006 revision seems to have had the 
expected effect on the LOS for the presence of concurrent diseases 

It might have a significant impact on the medical payment for the cataract 
operations. The reduction in medical payments resulted in a reduction of hospital 
income. For some hospitals, the reductions were large, and these hospitals might face 
financial difficulties as a result of the revision. Patients could face serious difficulties if 
these hospitals were to go bankrupt. Therefore, to improve the DPC/PDPS, we must 
consider factors such as regional conditions [15], and we also need to perform the same 
analysis for other diseases. These are subjects for future studies.  
 
Appendix A:  Proof of the consistency  
The proof of the consistency of the estimator is given using a modification of 

Nawata [9]. The following assumptions are made:  
 
Assumption 1. )},{( tt ux  are independent but not necessarily identically 
distributed. The distribution of tu  may depend on tx . 
 
Assumption 2.  }{ tu  follow distributions in which the supports are bounded 
from below; that is, 0)( =uft  if au −≤  for some 0>a  where )(uft  is the 
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probability (density) function. For any t, the following moment conditions are 
satisfied: (i) ,0)|( =tt xuE  (ii) ,0)|( 3 =tt xuE  and (iii) 2

6
1 )|( δδ << tt xuE  for some 

∞<<< 210 δδ . 
 

Assumption 3. }{ tx  are independent, and 4
2

3 )( δδ << txE  for some 

∞<<< 430 δδ . The distributions of }{ tx  and the parameter space of β  are 

restricted so that 000 )1'(inf λβλ ⋅>+ axx  and cxx >+ )1'(inf , βλϑ  for some 

0>c  in the neighborhood of '0ϑ = )',( 00 βλ . 
 

Assumption 4.  
0
|

'
)(1

ϑϑ
ϑω

∂
∂

∑ t

tT
 converges to a nonsingular matrix F in 

probability and ])'()([1
0 ott

t

E
T

ϑωϑω∑  converges to a nonsingular matrix H. 

 

Assumption 5. (i) '1
t

t
t xxT∑  converges to a nonsingular matrix in probability 

and ∑
t

txT
1  converges to a non-stochastic vector in probability, and (ii) 

∑
t

tt zxT
1 , ∑

t
tt zxT
,1 2   '1

∑
t

ttt xxzT
and  ∑

t
tzT
31  and their first derivatives 

converge to (vectors of) continuous functions of λ  in probability in the 
neighborhood of 0λ .  

When λ  is given, β  is uniquely estimated by the least-squares method. 
Let )(ˆ λβ

 
be the estimator. Let 

.})()'('{1)}(ˆ,{1)( 31 ∑∑∑ −−==
s

sss
s

st
t

tTT zxxxxz
T

M
T

h λβλλ   (12) 

Under Assumption 5, 

.)()'(lim)()(ˆ 1 ∑∑ −

∞→
≡&→&

t
ttt

t
t

T

P zxxxpλβλβ     (13) 

from Theorem 3.2.7 of Amemiya [1].  Therefore, 
3)}('{1lim)}(,{1lim)( λβλβλλ t

t
t

T
T

T
xz

T
pM

T
ph −=≡ ∑

∞→∞→

  (14) 

exists and a continuous function of λ  in the neighborhood of 0λ . From 
Theorema 3.2.5 of Amemiya [1], 
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)()(lim λλ hhp T
T

=
∞→

.       (15) 

Let λλ ddhh TT /)(' = . Then 

 ])(
ˆ

)(ˆ
)}(ˆ,{)}(ˆ,{[1)('

λ
λβ

λβ

λβλ
λ

λβλ
λ

∂

∂

∂

∂
+

∂

∂
= TT

T
MM

T
h

    
(16) 

 ]}){log(
1

)'('})log({
1

)}(ˆ'{
3 12 ∑∑∑ −−−#$

%
−= −

s
ssss

s
ssttttt

t
t xzyyxxxzyyxz

T
λλ

λλ
λβ  if 0≠λ , and 

=)(' λTh [ ])}{log()'(')}log({)}(ˆ'{
2
3

)('lim 2122

0
s

s
s

s
ssttt

t
tT xyxxxyxz

T
h ∑∑∑ −

→
−−

⋅
= λβλ

λ
 if 0=λ . 

Therefore, λλ ddhT /)(  converges to λλ ddhh /)(' = , which is a continuous 
function λ , in the neighborhood of 0λ  under Assumption 5.  
When 0λλ = , the model becomes an ordinary regression model and )(ˆ 0λβ

 
is 

consistent. Hense 

  .1lim)(1lim)( 3
00 ∑==

∞→∞→ t
tTT

T
u

T
G

T
ph θλ      (17) 

Since 0)( 3 =tuE , we get 

0)( 0 =λh ,        (18) 

by Theorem 3.3.1 of Amemiya [1].  
Because )(λTh  and )(' λTh  are continuous functions of λ  at 0=λ , we 

can treat the 0=λ  case the same as the 0≠λ  case. From Assumption 5, 

)(' λh  is continuous in the neighborhood of 0λ  and )(' 0λh  does not become 

zero except in very special cases. Consequently, we can assume that 

0)(' 0 ≠λh , and that there exists 0>δ  such that )}('{)}('{ 0λλ hsignhsign =  

and 0|)('|
2
1|)('| 0 >≡≥ λγλ hh  if ],[ 00 δλδλλ +−∈ . By the mean value theorem, 

for any ),0( δε ∈ , 
ελλελελ )(')()()( *

000 hhhh =−+=+  and ελλελελ )(')()()( **
000 hhhh −=−−=−  (19) 

where *λ  and **λ  are values in ],[ 00 ελελ +− . Therefore, 

)}({)}({ 00 ελελ +≠− hsignhsign , ,|)(| 0 γεελ >−h  and .|)(| 0 γεελ >+h  (20) 

Since )()( 00 ελελ −$→$− hh P
T  and )()( 00 ελελ +#→#+ hh P

T , 



15 
 

[ ,0|)(|)},({)}({ 000 >−+≠− ελελελ TTT hhsignhsignP  and ] .10|)(| 0 →>+ελTh  (21) 
Here, )(λTh  is a continuous function of λ  in the neighborhood of 0λ . From 

the intermediate value theorem, 0)( =λTh  for some ],[ 00 ελελλ +−∈  if 

)},({)}({ 00 ελελ +≠− TT hsignhsign  0|)(| >−ελTh  and .0|)(| 0 >+ ελTh  Therefore,  

[P There exists λ̂  such that 0)ˆ( =λTh  and ],[ˆ 00 ελελλ +−∈ .] �→  (22) 

Since (22) holds for any ),0( δε ∈ , 0)( =λTh  has a consistent root of 0λ . 

Since )ˆ(ˆ λβ
 
is obtained by the least-squares method, it is a consistent 

estimator when 0
ˆ λλ "→"P . Hence, there exists a consistent root among the 

roots of (7). 
 
Appendix B:  Proof of the asymptotic distribution 
 Since 

 ,)(
)(

)()( ∑
"
"
#

$

%
%
&

'

∑
==

t
t

t

T

t

M
ϑψ

ϑ
ϑωϑω     (23) 

we get  
),(1]|

'
1[)ˆˆ( 0

1
0 * ϑ

ϑ
ω

ϑϑ
ϑ TT

T R
−

∂
∂

−=−     (24)  

where *ϑ is some value between ϑ̂  and 0ϑ . Here, 

.)(
3

0 !
"

#
$
%

&
=

tt

t
t ux

u
ϑω        (25)  

Therefore, .0)]([ 0 =ϑωtE  Since the variables )}({ 0ϑωt are independent and 
the Lindberg condition is satisfied under Assumptions 2, 3 and 4 we obtain  

),,0()(1
0 HN

T
→ϑω      (26)  

from Theorem 3.3.6 in Amemiya [1].  

Since 

!
!
!
!

"

#

$
$
$
$

%

&

−−

−−−−
=∂∂

∑∑

∑∑

t
tt

t
tttt

t
tttttttt

t

xxzyzx

xxzzyzxz

'})log({
1

')'(3})log({)'(
3

/

22

λ

ββ
λϑω  , (27) 
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,|
'
)(1

* F
T

P!→!
∂
∂

ϑϑ
ϑω      

from Theorem 4.1.4 in Amemiya [1]. From Theorem 4.1.3 in Amemiya [1], 

the asymptotic distribution of Rϑ̂  is given by Equation (8). 
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Table 1. Numbers of hospitals and beds by hospital size 
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Table 2. Results of estimation (BC MLE) 

&(60()1,� �7802(8,�
#8(3+(6+�

,6646�
8�:(19,� &(60()1,� �7802(8,�

#8(3+(6+�

,6646�
8�:(19,�

�4378(38� �����
� 
�
�
�� 

������ �47508(1�+9220,7�

������� 
�
�
�� 
�
�
�� �����
� �5��� 
������ 
�

��� ��������

���� 
�

��
�� 
�


���� ������� �5��� �
��
��� 
�
�
�� �
��
����

'038,6�

�922;�
�
�
���� 
�
��
� �������� �5�
� �
���

� 
�
�
�� ��
��
���

�43*966,38� 
�
�
�� 
�

�
� ������� �5��� ���

��� 
�
��
� ����

���

�42510*(8043� � 
�
��
� 
�
�
�� 
������ �5��� 
����
� 
�
��
� ����
���

%6.,38�

�922;�

�

��� 
���
�� 
��
��� �5��� 
�
��
� 
�

��� �������

 8/,6�

�47508(1�

�922;�

�
������ 
�
���� ����
��� �5��� �
������ 
�
���� �����
��

�

���+922;� �
�
���� 
�
�
�� ���
���� �5��� �
�
���� 
�
���� ������
�

��

����

�922;�� ×  
*43*966,38�

�
�
���� 
�

��� ��������

�5��
� 
������ 
�

�
� �����

�

�5���� �
�
��
� 
�

��� ��
��
���

!603*05(1�+07,(7,�+9220,7� �5���� �
�
���� 
�
���� ��������

������ �
�
��
� 
�
���� ���
��
� �5��
� 
����
� 
�


�� ��������

������ 
�
���� 
��
��� 
��
��� �5���� 
��
��� 
�
�
�� �������

������ 
�
���� 
�
���� ��
���� �5��� 
���
�� 
�

��� �����
��

����
� 
����
� 
��


� �������
�(;���

�922;�
������� 
�
�
�� 
���
���

������ 
���

� 
�
���� �������
!6,5(6(8043�

�922;�
�
�


�� 
�
���� �
���
��

������ �
�
���� 
�
���� �������� λ � 
������ 
�
���� �
��
���

"�� 
��
��� �4.�� �
�
���
�

 



20 
 

 
Table 3. Results of estimation (N-Estimator) 
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Table 4. Results of estimation (Robust estimator) 
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*: significant at the 5% level, +: significant at the 5% level (one-tailed test), 
**: significant at the 1% level 
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